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Figure 1: Left: 3D data spaces can be explored by 3D panning (a) and zooming (b) relative to their fixed presentation space. Right: A user wearing a HoloLens explores such a 3D data space with smartphone-based interaction techniques using our prototype. The devices are equipped with tracking markers as used in our study for improved tracking precision.

ABSTRACT
In this paper, we investigate mobile devices as interactive controllers to support the exploration of 3D data spaces in head-mounted Augmented Reality (AR). In future mobile contexts, applications such as immersive analysis or ubiquitous information retrieval will involve large 3D data sets, which must be visualized in limited physical space. This necessitates efficient interaction techniques for 3D panning and zooming. Smartphones as additional input devices are promising because they are familiar and widely available in mobile usage contexts. They also allow more casual and discreet interaction compared to free-hand gestures or voice input. We introduce smartphone-based pan & zoom techniques for 3D data spaces and present a user study comparing five techniques. Our results show that spatial device gestures can outperform both touch-based techniques and hand gestures in terms of task completion times and user preference. We discuss our findings in detail and suggest suitable techniques for specific AR navigation tasks.
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1 INTRODUCTION

Head-mounted Augmented Reality (AR) is currently one of the most promising directions for future human-computer interfaces. Due to available hardware (e.g., the Microsoft HoloLens or Magic Leap), the application of head-mounted AR in real-world use cases becomes feasible and attractive for both business and research. People will increasingly use three-dimensional data visualizations right in their real everyday contexts for their professional and private data analysis needs, which has been described as Immersive or Situated Analytics [13, 20]. While early days AR solutions were mostly concerned with correctly registered rendering of 3D objects within their real context, AR in our days also encompasses augmenting reality with other media or even complex 2D or 3D information spaces. Reality-based Information Retrieval [10] is just one novel research direction exploiting the full potential of mixed reality visualizations beyond 3D models.

A recent study [40] showed that AR consistently outperformed Virtual Reality (VR) regarding task completion time for 3D object selection and transformation. This and the assumption that AR glasses might become the successor of today’s digital workplaces yields the research challenge of how to effectively navigate these augmented virtual information spaces. Take for example the visualization of a 3D model of planetary systems, star clusters, and galaxies, presented in room-sized scale in an educational context. The presentable volume shows a selected part of the model and users can adjust the selection to look into details through directed panning and zooming, similar to a classic 2D zoomable information space. Another exemplary use case is the virtual presentation of a larger number of 3D objects or photos arranged in non-instrumented, physical space as a result of query or search activities triggered by real objects [10]. Here again, the augmented information space needs to be moved (translation) and zoomed (scaling) for further inspection and refinement (Figure 1, left). In general, such virtual information spaces might be larger than the available physical space (e.g., in indoor scenarios) or need to be scaled down to be manageable. We therefore believe that navigating 3D information spaces through 3D panning and zooming will be an essential task in future AR user interfaces and necessitates efficient interaction strategies. We chose to use the terms of pan and zoom throughout this paper—instead of the more technical terms of translation and scaling—to emphasize the relationship with classic 2D data space navigation rather than free 6+ DoF object manipulation.

Input modalities for head-mounted AR range from traditional devices, such as keyboard, mouse, and touch screens to advanced and natural 3D interaction techniques like free-hand gestures, voice input, body motion, or gaze [8]. Purpose-built wearables for interaction in AR have also been proposed [19, 21, 37, 38, 52]. Datu et al. [18] showed that tangible interaction allows users to perform better when navigating and manipulating a menu in AR. Regarding availability, familiarity, and social acceptance, smartphones have a great potential to serve as default control devices in head-mounted AR settings. We believe that smartphones, even if their form factor changes, will be a staple of personal, mobile devices for the foreseeable future and thus lend themselves to be used in combination with AR glasses.

In this work, we therefore contribute an exploration of smartphone-based interaction techniques for 3D pan & zoom interaction as essential navigational tasks in head-mounted AR. Based on a comprehensive set of design goals, we carefully designed four unimanual, eyes-free interaction techniques for panning and zooming augmented information spaces. They differ with regard to the mapping of smartphone-based spatial input or touch input to the degrees of freedom required. We specifically focus on 3D pan & zoom and do not consider rotation of the data space. For our use case and in contrast to general object manipulation, rotation is often not necessary (the user can physically move around the data) and could even be problematic (if the data is intentionally aligned to the physical world). In order to investigate the suitability of our four phone-based pan & zoom techniques for head-mounted AR, we conducted a user study with 25 participants comparing them to a free-hand interaction technique based on the default Microsoft HoloLens air-tap gesture. We measured task completion time and efficiency of several navigation tasks to evaluate the techniques’ performance and also investigated how users assess their usability. Both the quantitative results and the participants’ ratings strongly indicate the superiority of those smartphone-based techniques employing spatial input and clear, intuitive mappings. From that we can conclude that spatial-aware smartphones are a viable and promising solution for serving as controllers for head-mounted AR navigation and interaction.

In the remainder of this paper we first review related work regarding distant control of 3D manipulation tasks as well as panning and zooming of large information spaces. We then discuss the design decisions for the development of our smartphone-based 3D pan & zoom techniques. Subsequently, our user study is presented in detail with all results. Finally, we discuss our findings and present recommendations for using smartphones in head-mounted AR as controllers for 3D navigation tasks and beyond.

2 RELATED WORK

To our knowledge, there are very few previous publications with close resemblance to our work, i.e., quantitative user studies on smartphone-assisted pan & zoom in 3D data sets, in particular in head-mounted AR. A vision of a collaborative 3D data analysis tool using tablets and head-mounted AR was
recently proposed in [57] but has not been fully implemented yet. Recently Lee & Chu [42] combined a HoloLens with a smartphone to provide touch and spatial input. A preliminary study showed a clear advantage of their technique compared to the gestures provided by the HoloLens. Other work on head-mounted AR was focused on selection techniques using head- and eye-direction [41] and multitouch input for direct manipulation of virtual interfaces [68].

A lot of work has been done regarding interaction techniques for pan & zoom in 2D information spaces on distant displays [16, 51, 53, 56], hand-held devices [62], and in VR [14]. Nevertheless, 2D and 3D interaction are quite different in terms of quantifying pan & zoom coordination. According to [9], zooming in 2D changes both target width and target distance proportionally and thus does not interfere with panning regarding the index of difficulty of Fitts’ Law. In contrast, 3D interaction is far more complex, as can be argued from 3D pointing studies which observed that movement time was significantly affected by the direction due to motor skills [50], and errors along the visual axis are dominant due to visual perception [45]. Occlusion also affects user performance [54]. Thus, additional studies specifically for 3D pan & zoom, as presented in this paper, are necessary.

In this section we concentrate on strongly related work in the field of 3D interaction which involves distant 3D object manipulation techniques on the one hand and strategies for distant pan & zoom in large data spaces, both in 2D (e.g., on large displays) and 3D environments (stereoscopic displays, AR and VR), on the other hand. Not in the direct focus of our investigation are the broad field of mobile, hand-held AR and existing techniques to interact with such applications like [2, 11, 27, 30, 31, 46, 66], as well as novel and innovative input modalities for navigation in information spaces, such as gaze-supported interaction [29, 63], around-the-device interaction [4, 36, 39, 58], directional walking [69], or specialized controllers and wearables such as [21, 32, 37].

**Distant 3D manipulation techniques**

3D interaction and 3D object manipulation have been the focus of much research in the last decades [26, 28, 35], with increasing importance through the emergence of affordable, feasible hardware for head-mounted AR and VR. Lots of techniques for direct and widget-based manipulation of 3D objects have been proposed, e.g., [1, 64]. However, these techniques are typically not suitable for the use with immersive AR headsets or to navigate large, multi-scale datasets. Also, head-mounted AR has specific challenges like cluttered real-world backgrounds, limited FOV, and own body visibility that may influence user performance and distinguish it from interaction with VR systems and distant displays.

Mendes et al. wrote a survey on 3D object manipulation [47], including sections on touch and mid-air interaction. A study of distant 3D manipulation techniques was presented by Daiber et al. [17]. They compared mid-air hand gestures, touch on a mobile device and a combination of touch and device tilt. Bimanual hand gestures outperformed the other techniques. In contrast to our work, they did not test scaling (zooming) and used a stereoscopic display instead of immersive AR headsets. They also did not consider spatially-aware mobile devices, which have now become available with the introduction of sophisticated AR frameworks by Apple and Google. Bimanual input was also investigated by Feng et al. [22], presenting a comparison of three techniques for 7-DoF manipulation (with and without scaling) in a FishTank VR system with a pair of special input devices.

Vuibert et al. [65] compared 6-DoF docking task performance of different mid-air interaction techniques, including a physical prop and the user’s hand. In contrast to our work, they did not investigate scaling (zooming) and used desktop VR and 3D shutter glasses for stereoscopic view. Also Speicher et al. [60] presented a 6-DoF 3D manipulation technique for stereoscopic displays, but using a mobile device. The authors studied this technique in a monoscopic vs. stereoscopic view but did not compare it to other interaction techniques. Similarly, Millete & McGuffin [48] proposed a set of 3D interaction techniques using a tracked smartphone and touch input. However, in their paper, they only presented informal user feedback. Besançon et al. [7] compared mouse, touch, and spatial input for a 6-DoF 3D docking task, but also without scaling and only with a regular non-stereoscopic display. They found that the three input modalities are similar regarding precision but different in completion times: spatial interaction through the tangible was faster than touch, and touch was faster than mouse interaction. Spatial input for the manipulation of 3D objects with tracked displays above a tabletop has been examined by Spindler et al. [61], however they only collected initial user feedback. Rodriguez and León [55] used smartphones as remote 3D interaction devices for basic 3D manipulation tasks in a digital heritage application but did not formally study the techniques. Finally, Grandi et al. [24] presented a collaborative user interface making use of smartphones for the manipulation of 3D objects. Their design combined touch and accelerometer based input, but only used touch input for translation and scaling, reserving device orientation for rotation and camera orientation.

**Distant Pan & Zoom Navigation in Large Data Spaces**

Bergé et al. [5] examined smartphone interaction for large 3D displays (e.g., public displays), comparing touch, mid-air movement, and hand movement around device. Similarly, Song et al. [59] use touch and device gestures with a mobile device to move and rotate a 3D slicing plane on a display wall. Neither paper considered scaling/zooming with the mobile
device and, in contrast to us, they did not employ immersive AR headsets but additional, large displays.

In contrast to these papers and most 3D object manipulation techniques described above, pan & zoom navigation involves the predefined (e.g., the center of the visualization) or selection of a zoom focus point (focus of expansion) in the scene. Olwal and Feiner [53], for instance, used spatially-aware handhelds to determine the zoom focus on large displays. Nancel et al. [51] studied unimanual and bimanual mid-air techniques for pan & zoom on large displays, using the dominant hand for pointing to the focus of expansion. Scrolling and zooming in a World in Miniature (WIM) view has been examined by Wingrave et al. [67].

Besançon et al. [6] combined touch and spatial input for the exploration of 3D visualizations with a mobile device, therefore used a conventional display and the phone display, but did not provide a comparison study. López et al. [44] studied interaction for 3D data exploration combining a stereoscopic display and a monoscopic mobile device. Two existing touch interfaces [15, 70] were used to manipulate the data space and tested in a study.

Our use case differs from these distant display interactions in that we can assume neither a purely virtual scene nor a mostly stationary user in front of a planar frame of reference.

3 DESIGNING SMARTPHONE-BASED PAN & ZOOM FOR HEAD-MOUNTED AR

3D pan & zoom is a task requiring four degrees of freedom (DoF): a 3-DoF translation of the view position (x, y, z) and 1-DoF uniform scaling, presuming that the zoom focal point is preselected, e.g., in the center. The design space of possible solutions for mapping pan and zoom to available input channels would be endless without rigorous, but well-considered restrictions. In the following we discuss our design choices as a basis for the selection of candidate techniques.

Design Goals

Our goal is to study relevant input techniques for panning and zooming within a virtual 3D data space in head-mounted AR using a smartphone as exclusive input device. For this purpose we defined general requirements that the selected and composed pan & zoom techniques should address:

Unimanual Input: Although the use of bimanual input techniques is generally recommended in literature to achieve high levels of parallelism [12, 43], we decided to investigate one-handed interaction to allow for a more casual and flexible interaction, leaving room for the use of additional tools, e.g., for selection or inspection of items.

Eyes-free Interaction: We seek to design for eyes-free interaction in order to keep the users’ visual focus to the AR visualization and create minimum distraction. Thus, the touch display of the smartphone is not used for explicit visual feedback, but the device offers common haptic feedback like vibrations to confirm successful actions or mode changes.

Smartphone-only Implementation: We decided to omit additional input through specialized controllers or head- or gaze-tracking techniques as, e.g., in [41]. This decision is motivated by the same reasons as for unimanual and eyes-free interaction, but also by the idea of selecting and composing smartphone-based techniques that can be realized with current, out of the box mobile devices using inertial sensors or the device camera to provide spatial awareness.

High Degree of Compatibility: The degree of compatibility “measures the similarity between the physical actions of the users on the instrument and the response of the object” [3]. The physical action should resemble the response as much as possible. This implicates a desirable "symmetry of actions" in all needed DoF (back-forth, left-right, up-down, in-out) with no evident bias to any direction.

Robustness and Conciseness: It should be avoided that actions (accidentally or by their nature) interfere with each other or are misapplied, e.g., because of fatigue. This is typically a matter of human fine motor skills, how close gestures are designed to be potentially misinterpreted, and whether mode switches are inserted to clearly separate mappings.

Design Dimensions

While these design goals guided our iterative design of navigation techniques, the following generic properties or design dimensions (inspired by [3]) helped us balance the choice of techniques to cover a range as wide as possible. They also facilitate comparing efficiency and suitability of the techniques for specific tasks.

(D1) Degree of spatiality: How many DoF are controlled through spatial input? Previous research [11, 62] has shown that the movement of a tangible, spatially-aware input device can outperform touch gestures. On the other hand, input in free space can easily fatigue users [28]. Hancock et al. [25] found out that touch can outperform tangible interaction for moving and rotating objects in 2D while tangibles were more effective for navigating a visualization.

(D2) Degree of simultaneity: How many DoF can be controlled in parallel/simultaneously? According to Jacob and Sibert [34], panning and zooming are strongly related, forming an integral task which is better performed with an integral device providing a high number of DoF to execute required actions in parallel. However, they only investigated 2D panning and zooming and did not consider aspects of simultaneity for 3D pan & zoom, involving an additional dimension and a higher number of DoF.
**(D3) Degree of guidance:** How many DoF are controlled through gestures with some sort of alignment to give guidance to the user? Similar to [51] one can differentiate between 1D (path in space), 2D (surface), and 3D (totally free) guidance, accordingly corresponding to decreasing degree of guidance. Alignment or guidance in one or two dimensions is especially important for specific 3D visualizations in AR which are coupled to physical surfaces (e.g., placed on a table) and are used to examine the characteristics of a dataset along selected axes or cut surfaces. Of course, if guidance means to deactivate unneeded DoF, there is a correlation between D2 and D3 regarding separability. However, a high D2 does not necessarily imply a low D3 and vice versa.

**Input Modalities & Mappings**

The decision to study phone-based, unimanual interaction and the requirements described above limit the design space of possible solutions for mapping pan and zoom to two basic channels, spatial interaction and touch input.

*Spatial Interaction.* Mid-air interaction with a mobile device provides six DoF: up-down, left-right, back-forth, yaw, pitch, and roll. It is very evident to apply the first three of them to 3D panning because of the high degree of compatibility [3]. Furthermore, all of them can be used for zooming. To allow for clipping and repositioning, the prevalent strategy is a hold gesture with the thumb on the phone’s display. Of course, other techniques are imaginable but not necessarily more efficient.

*Touch Input.* Single-touch input on a 2D surface – which is effectively the case for unimanual operation – together with a minimum temporal offset provides two DoF: up-down, left-right (Drag). Circular, clutch-free touch gestures have been proposed in literature [33] as an alternative to linear swipe gestures, which can be seen as an additional DoF. However, Nancel et al. [51] assessed a higher efficiency of linear gestures compared to circular gestures, and a combination of both may introduce interferences and misinterpretations. As a consequence, touch input on a mobile device can be easily mapped to zooming (1D) and planar panning (2D), but not applied for full 3D panning without additional input or specific gesture sets.

As single-touch input is applicable for planar panning (XY, YZ, XZ, or any cutting plane), another input modality is needed to pan along the orthogonal axis or to specify or change the plane. This could be either a “clicking through options” with a tap or double-tap (touch) or discrete spatial actions like pointing the smartphone towards a plane or rotating the smartphone so that its orientation is aligned with the plane to be selected.

**Proposed Techniques**

In an iterative process, we identified four applicable phone-based solutions for panning (Move, Rotate, 2D-Drag with plane selection, 2D-Drag with orthogonal translation) and three for zooming (Move, Rotate, Drag) which can be combined to 12 compound techniques. We selected a subset of four techniques based on our above-described requirements and aiming at a wide coverage of D1, D2 and D3 (Figure 2).

**Move+Drag (M+D):** This technique is a combination of moving the device in free-space as direct input for 3D translation of the data space and a touch-based indirect input for zooming through an up/down-drag gesture (zoom in/out) on the phone’s touch screen. This combination is a mix of spatial and on-device interaction (moderate degree of spatiality, D1) with a high degree of simultaneity (D2), but low degree of guidance (D3) because of the free-space input.

**Move+Rotate (M+R):** Quite similar to M+D, this technique uses free-space input by moving the device for 3D translation of the data space. Zooming is realized by rotating the smartphone to the left (zoom out) and right (zoom in) along the forward facing axis. This combination has a high D1 as all DoF are controlled through spatial input and a high D2. Similar to M+D it has a low D3.

**Drag+Drag (D+D):** Here we combine 2D-Drag on either the XZ-, YZ- or XY-plane with tracking the discrete device orientation for plane selection. A double tap is used as mode switch to enable zooming through an up/down-drag gesture (zoom in/out). This touch-oriented technique has a low D1, and through mode switch and discrete plane selection a very low D2. In contrast, through the alignment of the touch surface to the virtual planes it has a very high D3.

**DragRotate+Drag (DR+D):** Similar to D+D, this technique provides 2D-drag but just for translation in the XZ-plane (horizontal), while rotating the phone along the forward facing axis simultaneously translates the data space up and down on the Y-axis. As in D+D, a double tap is used to enable zooming through an up/down-drag gesture (zoom in/out), resulting in a moderate D2. This technique is similarly spatially-oriented as D+D, and also has a high D3.

As a baseline, we included AirTap (AT), a free-hand technique based on the air-tap gesture provided by the HoloLens (Figure 2, left) using the internal camera for gesture recognition. Activated by a single air tap, 3D translation of the data space follows the free-space motion of the hand. A double air tap activates zooming, moving the hand back and forth results in zooming in and out. This pure free-hand gesture has a high D1, but a moderate D2 and low D3.

All techniques were initially implemented using only the internal devices’ sensors. However, for more reliable and precise logging, we decided to use an external IR tracking system for the smartphone-based techniques during the study.
4 STUDY

Our goal was to gain insights into different 3D pan & zoom techniques and their combination for the exploration of a 3D data space. Particularly, we wanted to assess our five selected techniques regarding their performance in speed, efficiency, learning effects, and fatigue.¹

Hypotheses

In accordance with the literature [62], and in consideration of their high degree of compatibility due to the extensive use of spatial input (D1) for panning, we assume interaction techniques based on spatial input for panning to be generally faster than touch techniques. Furthermore, as the potential of techniques to simultaneously perform actions to control as much DOF as possible influences their overall efficiency [34], techniques with a high D2 should perform significantly faster than those with lower D2. Thus, we expected that techniques M+D and M+R outperform techniques D+D and DR+D regarding task completion time (H1).

Free-space gestures with no alignment or guidance for specific paths or surfaces heavily depend on the user’s body-awareness and proprioception [49] to efficiently perform the optimal relative motion. This means that for tasks that only involve planar panning those techniques with a high D3 should be superior. We therefore assumed that for planar panning tasks techniques D+D and DR+D outperform AT, M+D and M+R (H2). Furthermore, free-space gestures are known to be more physically demanding. Thus, we expected that users perceive techniques AT, M+D and M+R to be more tiring and physically demanding than D+D and DR+D (H3). In contrast, we predicted that D+D and DR+D will be perceived to be mentally more demanding (H4).

Another interesting question is: How fast are users able to learn the different techniques? While the concept of spatial interaction is understood to be quite intuitive [28], our experience shows that the air tap gesture is initially hard to perform for many users and needs considerable training. Thus, we expected a particular strong learning effect for AT in comparison to the other techniques (H5).

Study Design

We designed a user study as a controlled lab experiment. The independent variables were interaction technique (the five techniques of AirTap (AT), Move+Drag (M+D), Move+Rotate (M+R), Drag+Drag (D+D), and DragRotate+Drag (DR+D)), task type (two levels, 2D and 3D), and target zoom level (three levels, 2.5, 1.0, 0.75). The dependent variables were task completion time and efficiency (the ratio of the shortest translation path and the actual path). We chose a within-subject design where each participant completed all tasks with all techniques. The order of the techniques was counterbalanced, the order of the tasks for each technique was randomized.

Participants

We recruited 28 participants from an entry level HCI course at the local university, 25 of which completed the study successfully. The results of three participants had to be excluded because of technical and personal issues. 15 participants were male, 10 were female. Their mean age was 21.8 (SD = 3.5). All had normal or corrected-to-normal vision.

Apparatus and Tasks

Our experimental setup included a Microsoft HoloLens and a smartphone. In order to bring both devices into a common coordinate system and allow for precise and solid data logging and analysis, we attached IR markers to them and tracked both devices with a 12 camera IR tracking system (tracking volume: 4.0m × 3.2m × 1.7m).

---

¹Further details and study data available at https://imld.de/ar-pan-zoom
Our software architecture consisted of individual clients on smartphone and HoloLens and a server application on a PC. This server streamed tracking data to the HoloLens devices. The smartphone streamed interaction data (touch and accelerometer) to the HoloLens. All software was written in C# using the Unity 3D engine.

The scene presented to the user consisted of a cube with a size of $0.8m \times 0.8m \times 0.8m$. This cube served as a clipping volume for a larger scene, effectively serving as a volumetric window into this scene. The scene represented a zoomable information space. It was filled with randomly positioned clusters of colored spheres that served as both a depth cue and as mock “data items”. In the center of the cube, a target volume was highlighted. For each trial, a small red cube was placed at predefined locations in the scene (Figure 1, right).

The goal of each task was to move this target object into the target volume in the center of the presentation space and adjust its size to the target volume. To this end, participants had to pan & zoom the scene. When the target was placed and scaled correctly, the next trial started. For 12 trials per task, the target was placed on one of the coordinate planes (2D tasks); for the remaining 24 trials, the targets were equally distributed between the scene octants (3D tasks). The target zoom level relative to the initial zoom was set to 2.5 (zoom in), 1.0 (no zoom), and 0.75 (zoom out) for 12 trials each.

Procedure and Data Collection

After an entry questionnaire (including prior AR experiences and physical/mental state) and signing informed consent, we calibrated the interpupillary distance of each participant using the HoloLens’ calibration app. Afterwards, each participant completed five blocks of study trials, one block per interaction technique. First, each technique was explained in detail. Afterwards, the participants had time to train the technique until they were satisfied. This training period typically took around 5 minutes. The participants then completed 36 trials of the task described above in randomized order. They were instructed to solve the tasks one-handed and as quickly as possible but in a comfortable way. After each block, a questionnaire on task load and perceived performance was filled out by the participants. After completion of all five blocks, participants filled out an exit questionnaire. In total, participants needed 60 to 90 minutes to complete the study.

We logged task completion times as well as the target position and scale over time. We also logged the position and orientation of the HoloLens and, if applicable, the phone. All questionnaires were completed on paper and later digitized. The experiment was monitored by at least two researchers/assistants at any time, who also took notes on their observations. We opted against a screen capture of the HoloLens, as it would have been detrimental to the framerate.

Results and Analysis

We analyzed both task completion times and efficiency. However, for efficiency, we found results similar to those for the task completion times. We therefore do not report the results here and focus on the times instead. We also looked into the questionnaire data and examined learning effects.

Task Completion Times. We analyzed the task completion times using a three-way repeated measures ANOVAs. The three factors were the interaction technique, the task type, and the zoom level. We applied Greenhouse-Geisser corrections whenever the assumption of sphericity was violated. Post hoc tests were conducted using pairwise t-tests with Bonferroni corrections and $\alpha = .95$. Shapiro-Wilk tests showed several violations of the normality assumption for the residuals but we decided against changing our analysis approach based on evidence for the robustness of the ANOVA (e.g., [23]) and because ANOVAs on log-transformed data showed the same general trends.

We found significant main effects of the interaction technique [$F(4, 96) = 27.79, p < .001, \eta^2_p = .54$], task type [$F(1, 24) = 16.55, p < .001, \eta^2_p = .41$], and zoom level [$F(1, 43, 34.34) = 167.07, p < .001, \eta^2_p = .87$]. We also found interactions between technique and task type [$F(2, 18, 52.38) = 6.42, p = .003, \eta^2_p = .21$], technique and zoom level [$F(1, 43, 134.05) = 7.08, p < .001, \eta^2_p = .23$], and task type and zoom level [$F(2, 48) = 3.31, p = .045, \eta^2_p = .12$].

Post hoc tests showed several significant differences between the techniques, with M+D [$M = 7.97, SE = .41$] and M+R [$M = 9.96, SE = .72$] being faster than AT [$M = 14.93, SE = 1.04$], D+D [$M = 12.88, SE = .84$], and DR+D [$M = 15.35, SE = .99$] (Figure 3a). In general, the 2D tasks [$M = 11.73, SE = .62$] were completed faster than the 3D tasks [$M = 12.71, SE = .67$], however this effect is not as pronounced as we expected (Figure 3b).

Looking into the interaction of technique and task type in more detail, we found that the 2D tasks were significantly faster for M+D, D+D, and DR+D but no significant difference showed for AT and M+R (Figure 3d). Especially for D+D and DR+D, the difference between 2D tasks and 3D tasks was big, indicating that both the added step of choosing a plane of reference in D+D and the separated input dimensions of DR+D negatively affect 3D panning performance.

For the zoom levels, we found that the tasks requiring zooming in were completed significantly slower [$M = 16.37, SE = .84$] than the tasks requiring zooming out [$M = 10.21, SE = .50$] or not zooming at all [$M = 10.07, SE = .62$] (Figure 3c). Based on the data we believe that this is due to participants zooming out (to get an overview or simplify panning) even when not strictly necessary. Also, the required zoom change was bigger for zooming in, making these tasks
potentially harder to complete. Post hoc analysis of the interaction of technique and zoom level confirm these findings: For all techniques, zooming in was significantly slower but there is no technique for which there is a significant difference between zooming out and not zooming (Figure 3e).

For the interaction of task type and zoom level, we found significant differences between the task types for zoom in and no zoom but not for zoom out. A possible explanation is that zooming out compresses the distances to the coordinate planes, effectively making 2D and 3D tasks very similar.

**Questionnaires.** Using Friedman’s ANOVA to analyze the questionnaire data (task load and user preferences), we found significant differences between the techniques for perceived speed $\chi^2(4) = 50.33, p < .001$, precision $\chi^2(4) = 32.67, p < .001$, frustration $\chi^2(4) = 37.81, p < .001$, mental demand $\chi^2(4) = 29.25, p < .001$, physical demand $\chi^2(4) = 40.00, p < .001$, and task performance $\chi^2(4) = 38.62, p < .001$. Post hoc tests showed that AT and DR+D were rated significantly slower than M+D, M+R, and D+D. They were also rated as less precise than M+D and D+D. Physical demand was rated significantly higher for AT [$M = 6.28, SD = 2.11$] than the other techniques. Mental demand, on the other hand, was highest for DR+D [$M = 4.76, SD = 1.51$], all other techniques were rated as significantly less demanding. Consequently, DR+D was also rated significantly more frustrating than M+D, M+R, and D+D. In terms of success/task performance, M+D, M+R, and D+D were rated higher than DR+D. M+D and M+R were also rated higher than AT (Figure 4).

Analysis of the reported suitability (Figure 5) of the techniques confirmed these results, showing a significant difference between suitability for the task in general $\chi^2(4) = 39.688, p < .001$, for panning $\chi^2(4) = 19.42, p = .001$, and for zooming $\chi^2(4) = 34.97, p < .001$. Post hoc tests show that DR+D was rated significantly worse than M+D, M+R, and D+D for general task suitability. AT was rated significantly higher than DR+D for panning. For zooming, AT was rated significantly worse than M+D, M+R, and D+D. Also, M+D was rated better than DR+D. Asked for their overall preference, most participants (14 of 25) voted for M+D as their most favorite technique.
Learning Effects. To detect potential learning effects for the techniques, we compared the median task completion time of the first twelve and the last twelve trials for each task (Figure 6). We analyzed this data with a two-way ANOVA of the independent variables interaction technique and trials batch (early, late). Again, we used Greenhouse-Geisser corrections when sphericity was violated. In addition to the expected main effect of interaction technique, we also found a main effect of trials batch [F(1, 24) = 51.59, p < .001, η² = .68], indicating a significant learning effect. However, the interaction of technique and trials batch was not significant, which means we cannot confirm any difference between the learning effects for the individual techniques.

Additional Findings from Observations. We observed that almost none of the participants moved during the trials. Most did not even shift their viewpoint for a better depth perception. The significantly high physical demand of AT was not only mentioned by several participants during the trials, but could also be observed by the investigators taking notes (e.g., subjects shook or rubbed their arm, rotated their shoulders between trials). Some participants also changed from the dominant to the non-dominant hand between trials to relax.

5 DISCUSSION AND RECOMMENDATIONS

We expected that the spatial interaction techniques M+D and M+R would outperform the touch-based techniques D+D and DR+D (H1). Our results strongly support this hypothesis, confirming earlier evidence in the related work [11, 62] that 3D interaction benefits from a high degree of spatiality (D1). Several participants also highlighted the intuitiveness of M+D and M+R and that all actions could be performed simultaneously. In cases when the touch display is available as input modality for zooming, M+D should be preferred.

Regarding the difference between 2D and 3D tasks for pan & zoom, we expected D+D and DR+D to outperform the other techniques for 2D tasks (H2). Our results show that D+D and DR+D, although still slower than M+D and M+R, are far more suitable for 2D tasks than 3D tasks. We believe that this highlights the role of guidance (D3) for such tasks.

Based on the literature, we expected the mid-air gesture techniques AT, M+D, and M+R with a high D1 to be more physically demanding than the touch techniques (H3). In fact, our results indicate that AT is by far the most physically demanding technique. However, there is no significant difference between the other techniques. Clearly, the added weight of a typical smartphone (including tracking markers in our study) is less of an issue than the unergonomic mid-air gestures on head level for the air tap interaction. It should be noted that in cases of large distance panning the necessary clutching may lead to a higher physical demand for M+R and M+D. However, our results do not reflect this.

We expected the mental demand to be highest for D+D and DR+D (H4). Here, our results show that DR+D is most challenging for the users. However, D+D rated fairly well despite being less direct than the other techniques. Of course, the design of the tasks necessitate a frequent turn of the smartphone to operate all DoF, due to the low degree of simultaneity (D2). In application scenarios where users try to explore and compare items in a data space changing the reference plane would not happen that often. In this case we assume that D+D performs much better.

Finally, we expected a strong learning effect for AT (H5), as our experience showed that many users initially struggle with the air tap gesture. While we found a strong learning effect in general, there were no significant differences between the techniques. It is possible that the particularly strong physical demand of AT partially counteracted the learning effect for this technique because of gradual symptoms of fatigue. Looking at the reported suitability of the techniques, zooming was the main issue of AT. A possible explanation is that the double air tap gesture to trigger zooming was especially hard to execute for our participants, perhaps also induced by the limited camera field for gesture recognition.
As already mentioned, we observed that nearly all of the participants stayed at the same place during each trial and did rarely move. We anticipated that the users would walk around to inspect the visualization and therefore installed additional logging of the head position for later analysis. We assume that the stereoscopic presentation of the 3D data space and especially the relative panning and zooming was sufficient for the spatial depth perception required to solve the tasks. This in turn means that 3D visualizations in AR can be comfortably and successfully explored with our techniques even if the available physical space or existing obstacles do not allow to freely walk around.

Limitations
There are several limitations of our study. All participants have a similar background and nearly the same age. As such, they are not necessarily representing the population at large. During our study we experienced some tracking jitter and lags that may have influenced some of the results. However, they would have had the largest impact on M+D and M+R and as those techniques did perform especially well, we do not believe this issue to be of much concern. Finally, while we chose the interaction techniques systematically based on three design dimensions to cover a wide range of interaction styles, other techniques and variants could possibly have been studied. We believe that our findings also extend to most of those interaction techniques.

We focused on 3D pan & zoom, i.e., translation and uniform scaling. However, most of our techniques could easily be extended for rotation or other interactions like, e.g., focus selection for zooming. For example, M+D could be extended to use device orientation to control rotation. 3D zoom focus point selection could be realized via spatial input: for M+D and M+R using mode switches, for D+D and DR+D without. Furthermore, in accordance with our design goals, all our techniques are unimanual, leaving room for use-case specific extensions of the interaction techniques.

Recommendations
Overall, we recommend spatial interaction techniques such as M+D or M+R using a spatially aware mobile device for 3D exploration tasks involving pan & zoom. These techniques are feasible with today’s hardware. They exhibit comparably high degrees of spatiality and simultaneity. Touch on the device is especially suitable for zooming but might not be available if other actions are mapped to touch input or if the smartphone is used as an additional display.

Mid-air hand gestures are also suitable in general. However, in comparison they are physically more demanding and we only recommend them for short interactions, or when device-free interaction is required. We believe this to be true not only for the air tap gesture, which we specifically tested, but also mid-air hand gestures in general, most of which would be even more complicated than the air tap.

The two touch-centric techniques D+D and DR+D exhibit a greater degree of guidance and more separated DoF with lower degrees of spatiality and simultaneity. Based on our study results, we cannot recommend them for general purpose pan & zoom of 3D data spaces. However, they show much better performance for 2D tasks, where guidance becomes an important factor. As such, they might be suitable for use cases where two dimensions are favored and the third dimension is only rarely used or secondary in nature. As described earlier, this may be the case when a visualization is oriented along a surface or wall, or if the data space is flat.

6 CONCLUSION AND FUTURE WORK
In this paper, we investigated the use of smartphones as interactive unimanual controllers for the exploration of 3D data spaces in head-mounted Augmented Reality (AR). On the basis of a well-considered design space we identified available input channels for spatial and touch-based interaction and their combination for the integral task of 3D pan & zoom. We designed four compound techniques and implemented them as well as an air-tap baseline technique. We then evaluated these five techniques in a controlled lab experiment with 25 participants regarding performance in completion time, efficiency, learning effects, and usability aspects. The results show that spatial interaction using smartphones as tangible input outperforms the other techniques for 3D pan & zoom regarding efficiency and user preferences.

Our work lays the foundations for efficient 3D data exploration in head-mounted AR using casual smartphone-based input techniques. We encourage researchers to build on our findings and design and conduct further studies and experiments, e.g., addressing differences in age and background of users, but also the comparison of the proposed techniques across AR/VR different settings. Other use cases of our techniques are conceivable that involve 3D translation and scaling, e.g., virtual object positioning in AR, also in combination with rotation. Another direction for future research is the investigation of domain-specific, real-world data sets and their individual exploration tasks.
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