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Figure 1: (A) We conducted a study where participants proposed interaction techniques for arranging AR documents. Based on
the findings, we introduce a design space, derive design implications, and illustrate use cases with a rapid prototyping system.
These use cases include (B) affinity diagramming (classifying and clustering sticky notes), (C) document management (fanning
out documents and enlarging one), and (D) graphic design iteration (brushing a row layout to compare variants).

Abstract
Augmented Reality (AR) promises to enhance daily office activities
involving numerous textual documents, slides, and spreadsheets by
expanding workspaces and enabling more direct interaction. How-
ever, there is a lack of systematic understanding of how knowledge
workers can manage multiple documents and organize, explore,
and compare them in AR environments. Therefore, we conducted a
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user-centered design study (N = 21) using predefined spatial docu-
ment layouts in AR to elicit interaction techniques, resulting in 790
observation notes. Thematic analysis identified various interaction
methods for aggregating, distributing, transforming, inspecting,
and navigating document collections. Based on these findings, we
propose a design space and distill design implications for AR docu-
ment arrangement systems, such as enabling body-anchored stor-
age, facilitating layout spreading and compressing, and designing
interactions for layout transformation. To demonstrate their usage,
we developed a rapid prototyping system and exemplify three envi-
sioned scenarios. With this, we aim to inspire the design of future
immersive offices.
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• Human-centered computing → Mixed / augmented reality;
Empirical studies in interaction design.
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1 Introduction
Mixed or Augmented Reality Head-Mounted Displays (MR or AR
HMDs) are extending our o�ce workspace. In the future, docu-
ments with texts and images, along with application windows, will
no longer be limited to rectangular monitors. Instead, they can be
freely placed anywhere in the environment as holograms, fully
leveraging the in�nite display space. Consequently, various types
of virtual documents have been investigated in immersive environ-
ments, such as o�ce papers [72, 89], brainstorming notes [21, 93],
design sketches [47, 116], and data diagrams [62, 76, 77]. As im-
mersive environments become more accessible and the prevalence
of holographic documents grows, there is an increasing demand
for MR applications to support users in organizing and arranging
multiple documents.

We envision better space usage in such MR-enabled o�ces fa-
cilitated by direct and far-reach interaction. Users can move freely
throughout their o�ces, strategically placing holographic docu-
ments anywhere and organizing them into various spatial lay-
outs according to their speci�c goals. WhileImmersive Space to
Think [75] systems have already demonstrated the potential for
sensemaking in immersive environments, we believe that users can
bene�t from interacting with digital documents in a natural and
intuitive way. For example, they can push virtual documents into a
stack on the table, �ick their wrist to fan them out, or toss them onto
a physical whiteboard as a grid, leveraging familiar organization
methods from the physical world [53].

However, designing such interactions is inherently challeng-
ing [28, 29, 58]. Organizing virtual documents in 3D space necessi-
tates rethinking interaction techniques for multiple objects, such
as selection and manipulation. These interactions must support
various spatial layouts based on user intentions and layout charac-
teristics, facilitating document placement in MR environments with
complex geometric and semantic contexts. Therefore, exploring
how users would articulate space usage and interact with docu-
ment collections is essential. These insights are vital for guiding
the design of immersive applications that facilitate the organization
of virtual documents.

To address this research need, we conducted a user-centered
design study in a simulated o�ce environment (see Fig. 1A). We de-
signed a"priming & production"study procedure (informed by [90]),
in which 21 participants engaged in 14 di�erent tasks across 22 spa-
tial document layouts, resulting in 790 observation notes. Through
thematic analysis, we discovered various interaction methods to
translate, aggregate, distribute, transform, and navigate document

collections. Furthermore, we identi�ed participants' general atti-
tudes and rationale based on post-study interviews.

Building on our study results, we propose a design space describ-
ing essential attributes for document organization in immersive
environments. We derive design implications to inform the design
of future MR systems, such as anchoring documents to bodies for
temporary storage, enabling the adjustment of layout compactness,
and designing interaction for layout transformation. To facilitate
practical interaction design, we developed a rapid prototyping sys-
tem, enabling AR interaction mock-ups with keyframe animations.
We also present envisioning scenarios (see Fig. 1B-D) to demon-
strate the applications of our �ndings. With our work, we aim to
inspire and guide designers by showcasing the potential and rich-
ness of spatial interaction for document organization and setting
the foundation for future immersive o�ces.

To sum up, our main contributions are:

� Empirical insights of user action patterns, strategies, and
rationales for arranging virtual objects based on a user-
centered design study (N = 21).

� A design space and seven design implications to guide the
creation of future immersive systems handling document
organizational tasks.

� An open-source rapid prototyping system to illustrate three
imaginative scenarios for inspiring future applications.

2 Related Work
Organizing digital content into structured layouts is essential in
Human-Computer Interaction (HCI). This topic encompasses the
appearance of layouts and the methods users use to create and
manage them. To provide a comprehensive overview, we categorize
the related research by device types. This includes �at screen inter-
faces (Sec. 2.1), cross-device environments (Sec. 2.2), and immersive
environments (Sec. 2.3).

2.1 Flat Screens
For 2D desktop interfaces, various techniques have been explored
to organize multiple views [110]. These approaches include spatial
layouts such as piles [84, 104], overlaps [54], and Mosaic [123].
Interaction techniques involving trays [8], bubble [124] metaphors,
and proximity-driven approaches [22], have been also proposed.
For instance,PILING.JS[69] summarized user goals and presented
piling metaphors for organizing data collections (small multiples).
3D desktop interfaces have explored spatial metaphors like gallery
rooms [103], mountain landscapes [3, 102], �ows and loops [94],
and information spaces [23, 24]. These can be interacted with by
natural gestures to highlight, scroll, and expand documents [48, 66],
indicating the potential to extend beyond �at screens. However,
these works were designed for con�ned 2D screens, where users
are inherently restricted and isolated.

Interactive surfaces like display walls and tabletops provide in-
creased space, allowing diverse organization methods. For instance,
Space to Think[4] was proposed to analyze documents on a large dis-
play to externalize cognition. Large hand gestures [27, 57] and phys-
ical navigation (i.e., walking) [5] were suggested to interact with
documents. Moreover, techniques for structuring multiple contents
on tabletops, such as alignment tools [37], grids and guides [35],
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and pen strokes [36], have served as inspiration. Particularly,Rock
& Rails[126] introduced �st ("Rock") and �at-hand ("Rail") gestures
to de�ne and manage document layouts.BumpTop[1] proposed a
realistic interaction style that incorporates the knowledge of how
objects move and change in reality into the interface design, includ-
ing piling, fanning out, and page lea�ng. Likewise, interactions like
sliding with �ngertips, gathering with entire hands, and shoving
with real paper cards have been explored [128].

Considering the larger space, natural interaction, and inclusion of
real-world surroundings, it is promising to further extend document
organization into MR environments. However, as users also manip-
ulate digital objects fundamentally di�erently than their physical
counterparts [118], AR documents should not simply be treated as
digitized papers. Instead, the exploration of new design possibilities
beyond realism and known a�ordances is also needed.

2.2 Cross-Device Environments
Multiple devices can be combined into cross-device environments,
creating �exible workspaces for distributing and engaging with
digital content. Comprehensive surveys have summarized the tax-
onomies and practices of these environments [14, 133]. Speci�cally,
homogeneous devices, such as multiple desktop monitors [73, 133]
or multiple handheld devices [85], can be united. We draw inspi-
ration from interaction techniques for arranging and transferring
digital documents across devices, such as tray tools [136], hand ges-
tures (swiping, �icking, and pick-and-drop [99, 129]), spatial device
gestures like tilting [85], and physical-object-based interactions
like slamming on tables to broadcast [42].

Heterogeneous devices with distributed roles can also be com-
bined. Examples include pairing desktop monitors with wall dis-
plays [50, 83] and handheld devices with tabletops [98, 135] or
with wall displays [61]. Small personal devices often function as
accessible workbenches for temporary storage and manipulation,
while their physical form can also act as spatial pointers on larger
devices. In contrast, larger devices are primarily used for content
placement. For instance, phones can serve as personal proxies to
spread documents on wall displays based on movement [61].

However, despite the tangibility, the physical nature of devices
largely limits the possibilities. In contrast, users can customize AR
documents on demand, adjusting their scale and placing them any-
where in immersive environments, creating designated workspaces.

2.3 Immersive Environments
In immersive environments, holograms are often organized by users
into various spatial layouts, such as planar [62,109], circular [75,77],
or environment-based [21, 75]. To support layout design,Ethereal
Planes[30] presents a design space focusing on the placement of
AR content around the user. Likewise, AR content can be directly
attached to the user's body [43]. However, designing content orga-
nization systems that fully leverage 3D space remains challenging.
Various factors can in�uence layout preferences, such as content
characteristics (e.g., number and geometry) [62, 77], user tasks,
and work�ows [78, 109]. Moreover, since multiple AR documents
can be composed spatially in a variety of ways, supporting their
organization process is more complicated.

Holograms can be integrated into real surroundings [63, 127].
However, designers have to consider factors like visual salience [32]
and spatial and semantic association [26, 31, 71]. Physical surfaces,
such as walls [31], ceilings, and �oor [107] can be the anchors for
content placement [92]. Physical objects such as furniture have
been utilized for organizing virtual documents [16, 81] or referring
to associated visualizations [63, 82]. The presence of other per-
sons also in�uences content placement, such as around [106] and
between people [47]. While the inclusion of real-world elements
expands document placement options, it also increases the com-
plexity of designing systems for content organization. It is crucial
to understand where to organize documents, when to transition
them, and how to manage these transitions.

AR applications can support content arrangement by suggesting
and re�ning object placement through methods such as surface
detection [87, 92, 121], object auto-clustering [117], or object re-
location [80, 91]. Full automation that minimizes manual e�ort
has also been explored, like adaptation to the physical environ-
ments [19, 38, 97], user context [34, 60, 80], or original layouts [20].
However, as adaptation results can deviate from actual intentions,
users reported preferring to retain control [80, 117].

Various interaction techniques have been studied for manu-
ally arranging virtual content [9, 15, 115]. Those include freehand
gestures [80], gaze [64], body or proximity [40, 76], and extra de-
vices [101, 111]. For instance,FingerSwitches[96] is a pinch-gesture-
based technique, supporting the transitions of UI between static,
dynamic references, and users themselves. In addition, symbolic
gestures likePlane, Ray, and Point[46] can set shape constraints,
while tools like a handlebar metaphor [113] and 3D grid [7, 111]
can be used for manipulation and alignment. To organize multiple
virtual notes, a set of natural interactions was proposed [68], in-
cluding snapping notes on the clipboard, sweeping them to align,
transferring bulk notes by a sieve, and crumbling the clipboard for
deleting. Moreover, users' bodies can store content, including on-
body areas (e.g., wrist [80]), around-body space (e.g., waist [55, 76]),
and around foot areas [76]. Retrieval can be facilitated by pull-out
gestures [80], contextual menus [55], and feet [76].

Despite these advancements, prior work primarily focuses on
speci�c interaction methods and particular use cases. Given the
sophisticated nature of document organization in 3D space, there is
a lack of coherent perspective on how document spatial layouts and
placement in mixed-reality environments should adapt through
interaction methods to suit users' varying goals and intentions.

3 User-Centered Design Study
Our goal is to understand document organization in immersive en-
vironments and inform the design of future MR systems. We focus
on user interactions with multiple virtual documents for organiza-
tion in AR environments but also consider document exploration
and comparison as the �nal goals of such organization. To this
end, we conducted a user-centered design study to elicit interac-
tion techniques. We investigated fundamental tasks re�ecting core
activities of everyday document arrangement. Data was collected
and analyzed both quantitatively (open-coding) and qualitatively
(thematic analysis). Detailed protocols, raw data, and analyses are
provided as supplemental material.
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Figure 2: Overview of the study environment. (A+B) show the initial state of the study environment for the priming and
production phases, respectively, captured from di�erent angles within the same space. (C) presents layouts created by a
participant during the context priming. (D+E)show di�erent views of the prede�ned layouts in the AR prototype during the
production phase. (F) shows one of the documents used in the study (Dog image ©Perfect Zero, CC BY 2.0).

3.1 Study Design and Rationale
To investigate document organization activities and generate tech-
niques for arranging virtual documents in AR, we examined the
transformation of document layouts (as "referents"), the techniques
to achieve these transformations (as "symbols"), and the relations
between transformations and tasks. We opted for a user-centered,
open-ended procedure by only providing various starting layouts,
aiming to reach a high saturation and richness of elicited techniques.
This di�ers from the classic elicitation studies, where referents' start
and end states are mostly clearly de�ned.

We created an exhibition scenario where participants were asked
to prepare a presentation with given documents. We leveraged a
set of common document organizational tasks (informed by [69]) to
closely observe how participants would organize paper documents
or AR documents. To counteract legacy biases, we employed prim-
ing and production techniques [90]. Speci�cally, we applied three
types of priming: context, creativity, and environmental priming.
With context priming (similar to [100]), we used paper documents
to foster an understanding of the document organization scenario
and its requirements. We implemented creativity priming with sci-�
movies to inspire designs based on new form factors [2]. Finally,
we adopted environmental priming, which involved locating re-
lated objects to counter unfamiliarity and raise awareness of the
environment. During the elicitation with the production method,
participants were instructed to propose as many techniques as
possible with AR HMDs for organizing holographic documents. A

pilot study (N = 3) was conducted to test and re�ne the procedures,
including improving instructions.

3.2 Study Materials & Apparatus
A simulated o�ce environment was prepared for the study, incor-
porating various working documents, document layouts, and an
AR prototype.

Study Environment.The study environment resembled a typical of-
�ce space, measuring 4 m� 5.9 m, with objects commonly found in
an o�ce, including a large meeting and working table (1.6 m� 1.6 m),
a desk with a desktop PC, two whiteboards of di�erent sizes, a ver-
tical interactive surface, a cupboard, and several plants. For context
priming, participants were supplied with additional o�ce materials,
such as sticky notes, pens, and binder clips. During theproduction
phase, additional objects like a co�ee mug and books were placed
on the large table to simulate an active working environment (see
Fig. 2B, D+E). Two experimenters were in the same room adjacent
to the study area to moderate and observe the participants.

Documents and Layouts.Participants were provided with several
documents to organize. Each document described an animal with
three aspects (similar to [81, 125]): name, picture, and three at-
tributes (diet, social, and character). For example, "German Shep-
herd: Carnivore, Domestic, Fierce," as shown in Figure 2F. We pre-
pared 50 paper documents (A5, 21 cm� 14.8 cm, see Fig. 2C) for
the priming phase and 110 virtual documents (24.8 cm� 14 cm, see
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