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Figure 2: Difference between information layers placed (a) globally
and (b) locally.

target layers of a layered information space (Fig. 1b) by conducting
a preliminary study. In case of the global space, the space is divided
into discrete parallel layers that are standing in front of the wall-
sized display. Layer selection can be achieved by walking forwards
or backwards in relation to the large display (Fig. 2a). For the
local space, the stack of layers is placed at the mobile device’s 3D
position (Fig. 2b). To navigate through the stack and select a specific
layer, the user touches and holds a clutch-button on the mobile
device, then moves the device, and finally releases the button.

For the preliminary study, 20 students (8 female, 12 male) from
the local university volunteered. The average age was 26 years
(M= 25:54, SD= 2:72). The study took place in a controlled lab
environment. We used ASUS Nexus 7 (7” display, 330 g) as a mo-
bile device. To track the location of the device, we used a motion
capture system mounted to the ceiling. This system covered an area
of approximately 5:3 � 3:5 m in front of the large display, which had
a size of 5 � 2 m. Based on a previous study on multi-layer interac-
tion [6], we ask participants to perform five sequences of 13 layer
selections: 1 � 25 cm, 2 � 20 cm, 2 � 15 cm, 2 � 10 cm, 3 � 5 cm,
and 3 � 2 cm. Since each participant performed tasks for both a
global and a local space, this resulted in sessions of approx. 20 min
and a maximum of 130 selections per person.

As first results (without full statistical analysis), we found that it
was easier to complete the sequences in a global space, as people
failed more ofter in reaching thin layers in local spaces. We also
observed less overshooting for the global space. However, it seems
that if thin layers could be selected, completion times are lower
for local spaces. Interestingly, the physical demand reported by
participants was higher for local spaces. While one reason might
be the more frequent overshooting, we think this could also show
that for shorter working sessions walking is less problematic than
one would imagine. Finally, we found that it might be beneficial to
consider a transition between the concept of global and local spaces,
since many participants seemed to try to compensate rough body
movements (walking) with subtle arm movements.

4 EXAMPLE USE CASE: TRAFFIC VISUALIZATION

In addition to a study application, we started implementing a pro-
totype application for the visualization of traffic data. Currently,
we use real-world traffic data of Greater London published by the
Department for Transport (UK Government). This data represents a
temporal information space, since the data set consists of street-level
traffic count for different years (2000–2015). The python-based
application running on the wall-sized display presents a full-screen
map visualization, which shows a color-coded road network for
the year 2000 (see Fig. 3a). For the technical setup we reuse the
components from the experiment described above.

Interaction Concept Our goals is to support comparison of traf-
fic data between years by selecting a map section and then exploring
traffic development within this section over years. For that, we use
a focus & context approach: the wall-sized display provides the
context and shows data on one year (Y1); and a mobile device is used
to select another year (Y2), specify a map section, and to visualize
the result of comparing traffic data between Y1 and Y2 within this
section. To specify a map section (see the rectangular highlight,
Fig. 3a), the mobile device is pointed towards the display. Through
pointing, one or multiple users can freely select any region of the

Figure 3: Prototype application: (a) Pointing to select a map section;
(b) Selecting a year (clutching).

map. Next, we apply the concept of a local interaction space for
the selection of the year Y2. This can be achieved by touching and
holding a year-button (clutching) on the mobile device (see Fig. 3b)
and then moving the device back-and-forth. The application then
calculates the differences between the two years (Y1 and Y2) and fi-
nally shows the result of this comparison on the mobile device. The
interface also provides further functionality (Fig. 3b). For instance,
the size of map sections can be manipulated in the same way as
the year selection by using another clutch-button. Besides choos-
ing set operations (e.g., difference, intersection, union), a user can
switch between the pointing methods projective and orthogonal. The
pointing can also be deactivated completely. This, on the one hand,
enables users to freeze a selected map section and, for example, con-
tinue an exploration within this area without facing the large display.
On the other hand, the selection of a map section can alternatively
be manipulated by performing drag or pinch-to-zoom gestures on
the mobile device. Finally, the prototype supports multiple mobile
devices, which enables collaborative data analysis.

5 CONCLUSION

In this work, we present our ongoing investigation on the naviga-
tion of data sets by walking and moving a mobile device in front
of wall-sized displays. Besides first insights on the navigation of
layered information spaces, we presented a first prototype imple-
mentation, which visualizes traffic data and allows to perform visual
comparison tasks. An interesting open question regarding layered
interaction spaces is the layer thickness. Particularly when users
need to navigate with a specific layer by moving along the large
display (in parallel). As the display size benefits use cases that
involve multiple data analysts, we also want to further investigate
collaboration and support visual comparison tasks carried out by
multiple users. We hope that our work illustrates the potential of
such new types of data analysis interfaces and that it can serve as a
basis for further investigations and discussions.
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