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Figure 1: The VisTiles framework: (a) Allowing multiple users to visually analyze data with mobile devices; (b) Aligning visu-
alizations on side-by-side devices; (c) Filtering data based on a visualization viewport (Filter-by-viewport), offscreen scatterplot
items are filtered in the bar chart; (d) Initializing device combination with a pinch gesture on two apposed devices.

ABSTRACT
We demonstrate the prototype of the conceptual VisTiles frame-
work. VisTiles allows exploring multivariate data sets by using
multiple coordinated views that are distributed across a set of mo-
bile devices. This setup allows users to benefit from dynamic and
user-defined interface arrangements and to easily initiate co-located
data exploration sessions. The current web-based prototype runs
on commodity devices and is able to determine the spatial device
arrangement by either a cross-device pinch gesture or an exter-
nal tracking system. Multiple data sets are provided that can be
explored by different visualizations (e.g., scatterplots, parallel coor-
dinate plots, stream graphs). With this demonstration, we showcase
the general concepts of VisTiles and discuss ideas for enhancements
as well the potential for application cases beyond data analysis.

1 INTRODUCTION
Typical visualizationworkplaces involve single users, sitting on clas-
sic desktop computers, often working with multiple visualization
views that are synchronized (a concept called multiple coordinated
views, MCV). Such desktop setups, however, are not ideal for sit-
uations where multiple users need to work together. This raises
the questions of: How can we allow multiple users to collaboratively
explore data visualizations? and What device setups can be used?
A possible answer to these questions is the recently introduced
VisTiles framework [5], which is part of a series of approaches
focusing on the combination of multiple mobile devices (e.g., [2, 6–
9, 12–14, 17, 18]). VisTiles supports co-located collaborative data
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exploration by distributing components of a MCV interface across
mobile devices. The proposed interaction concepts make use of a
physical workspace that allows combining and adapting visualiza-
tions based on the spatial arrangement of devices.

In this demonstration, we showcase the prototype implemen-
tation of the VisTiles framework for the first time. The goal is to
present both concepts and techniques as well as ideas for potential
enhancements of the approach. For that, we extended and further
improved a previous version of the prototype [5]. While the original
prototype required an external device tracking to initiate view com-
binations, the current version1 allows an alternative mechanism.
Although this step involves additional user interactions, it really
allows ad-hoc combinations with available commodity devices—an
external tracking system is not required anymore. It also gives users
more control as they explicitly confirm that devices shall be com-
bined. Furthermore, the application allows users to choose between
different data collections and visualizations at runtime.

2 VISTILES: BASIC IDEA AND CONCEPT
In general, VisTiles builds on the idea of distributed user interfaces,
thus multiple visualizations are distributed across a number of
mobile devices. Because these devices can be arranged in relation to
each other, we call them visualization tiles. To reduce the interface
complexity per tile and maximize the size of each visualization,
VisTiles is designed in a way that each tile shows one component
of the user interface (menu or visualization view). The result is
an alternative visualization interface allowing multiple users to
visually analyze data with multiple mobile devices. By addressing
the concepts of “intelligent use of space” [4], “space-to-think” [1],
and “tangible views” [15], VisTiles enables users to benefit from a
flexible and user-defined view arrangement as well as a physical
workspace allowing to pick up and spatially organize views.
1Prototype sources are freely available: https://github.com/imldresden/vistiles;
Project website with further information and materials: https://imld.de/vistiles
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2.1 Cross-Device Visualization Adaptations
Since visualization views of a MCV interface are typically linked
(coordinated), VisTiles also synchronizes tiles. Interactions with
one of the tiles also affect views of other tiles. In the simplest case,
selections or highlighted data items are shared across connected
devices, which enables linked brushing—an essential technique used
forMCV. Furthermore, the action of arranging two ormore tiles side
by side can be interpreted as an explicit spatial device configuration
to enable other visualization adaptations. The main motivation is
to exploit the fact that, if different visualization views are relevant
for certain user goals (e.g., visually compare data items [16]), it
is beneficial to bring these views close to each other. Besides this,
arranging tiles can support further visualization-specific tasks, such
as identify outliers, reveal correlations and distributions, or details
on demand. The following list gives a brief overview of selected
visualization adaptations described in our VisTiles article [5]:
Alignment: Visualizations of apposed tiles can be aligned (Fig-
ure 1b) by translating or scaling them depending on technical and
spatial properties (e.g., resolution, position, and orientation).
Rearrangement: In addition to alignment, the position of certain
elements of visualizations (e.g., data items, axes) can be adapted,
for instance, by rearranging bars of different bar charts in a way
that all charts use the same order for bars. Again, this can improve
readability and it supports comparison of displayed values.
Display Extension: To counteract the limited screen real estate of
mobile devices, visualizations can be expanded across the screens
of multiple tiles. This process should also consider technical prop-
erties of involved devices (e.g., pixel density).
UI Offloading: To maximize the size of each visualization, UI com-
ponents such as can be offloaded to other tiles, e.g., controls for
adjusting data mappings, encodings, or color schemes.
Overview & Detail: If applicable, synchronized tiles automatically
indicate positions and sizes of other viewports by displaying corre-
sponding bounding boxes within the visualizations (see Figure 2
workspace 2). This concept allows a remote manipulation of such
views by interacting with the bounding boxes.
Filtering:The ‘filter-by-viewport’ mechanism dynamically changes
the visibility of items based on the specific viewport of one of the
tiles. E.g., by zooming and panning a scatterplot, off-screen items
are immediately filtered in other synchronized views (Figure 1c).
2.2 Manage Device Synchronizations
To enable the use of a varying number of devices and provide basic
multi-user support, VisTiles uses the concept of workspaces (Fig-
ure 2). The idea is that only devices within the same workspace are
synchronized. By adding or removing devices to/from a workspace,
users can control the synchronization between tiles.

Another interesting design aspect is the way of initializing device
combinations. So far, the VisTiles concepts used an automatic de-
tection of side-by-side combinations. With today’s mobile devices
this typically requires to somehow enhance the technical setup
by, for example, using an external camera tracking solution [5, 13]
or using device cameras to track external markers mounted on
the ceiling [6]. In addition to this, we now extended the proto-
type and implemented a non-tracking-based technique that already
powered other applications running on multiple co-located mobile
devices [10, 11]. By performing a pinch gesture on two side-by-side
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Figure 2: Workspaces control view (device) coordinations.
While workspace 1 illustrates linked brushing, workspace 2
shows a overview & detail setting.

arranged devices (Figure 1d), users can explicitly combine visualiza-
tion tiles. Similar to Stitching [3], the system detects the gesture and
then calculates relative device positions. When devices are com-
bined, an option menu at the corresponding sides of the displays
(Figure 1d) allows users to activate or deactivate useful visualization
adaptations.

3 PROTOTYPE IMPLEMENTATION
Similar to other cross-device research prototypes, our implemen-
tation builds on modern web technologies and is realized with a
client-server architecture. Therefore, all mobile devices with up-to-
date web browsers are supported. The server side is driven by a
Node.js application (written in TypeScript), which handles client
communication via WebSockets and covers the cross-device appli-
cation logic (e.g., workspaces, linked brushing). The server also
provides access to the different example data collections. On the
client-side (mobile devices), browsers connect to this server and
display the user interface. The client-application uses D3.js for dif-
ferent visualizations, which currently includes the following charts:
scatterplots, line charts, bar charts, parallel coordinate plots, stream
graphs, and tables (spreadsheets).

In order to support certain visualization adaptations (e.g., align-
ment or display extension), the application requires information
regarding technical properties of connected devices. While prop-
erties such as the screen resolution can be extracted at runtime,
other aspect such as bezel widths are typically not easily available.
Therefore, we manually created a property catalog for devices we
used during the development.

4 CONCLUSION
This demonstration presents the current VisTiles prototype, which
allows to explore multivariate data collections by using a set of
mobile devices. The basic idea is to distribute multiple coordinated
visualization views across co-located mobile devices. The extended
prototype implementation now includes different data collections
and provides an alternative mechanism to initiate device combi-
nations. Finally, with this demonstration, we want to motivate
discussions on (i) the use of spatially arranged mobile devices for
information visualization as introduced by VisTiles, and (ii) the
utility for application cases beyond data analysis.
Acknowledgements This work was supported in part by DFG
grant DA 1319/3-3 (GEMS 2.0).
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