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Figure 1: Our mixed-presence research platform used in different use cases: (A) data analysis and (B) public park planning.
The system allows (C) co-located and (F) remote users to communicate through (E) spatial audio in one shared environment.
Collaborators are able to (H) annotate or (G) interact with objects in the (D) shared scene.

ABSTRACT

In this paper, we present a research platform to support studying
collaboration in hybrid and co-located scenarios. Mixed-presence
collaboration includes various novel and exciting use cases, such as
situated and immersive data analysis by multiple users. However,
research in this emerging field is hindered by the technical complex-
ity of the setups and often requires re-implementation of common
features. We address this issue by contributing a toolkit and re-
search platform for mixed-presence collaboration that serves as an
extensible baseline implementation and enables fast prototyping for
user studies in collaborative mixed reality. Furthermore, our plat-
form provides adjustable parameters, such as types of avatars, audio
source placement, or the amount of simulated network latency. This
way, developers are supported in making design choices regarding
typical, re-occurring technical challenges.

Index Terms: Mixed Presence, Mixed Reality, Collaboration, Sit-
uated Analytics, Immersive Analytics

1 INTRODUCTION & BACKGROUND

Immersive Analytics (IA) systems can be facilitated for “collabo-
rative analytical reasoning and decision-making” [2] like collabo-
rative sensemaking [3, 11]. At the same time, issues around collab-
oration have been identified as one major category of grand chal-
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lenges in IA [5], including overcoming constraints of reality or
supporting cross-platform collaboration. Specifically for situated
analytics in Mixed Reality (MR), another essential aspect is to in-
clude remote participants. However, current research in this area is
regularly stifled by many conceptual and technical challenges and
requirements [14, 2] that must be addressed before research ques-
tions can be investigated.

Looking into the existing literature, several frameworks and sys-
tems exist that either inherently enable MR collaboration or were
explicitly designed around this concept. For example, Colibri [9] is
a framework for the rapid development of networked MR applica-
tions. On the other hand, Ubig [7] is a framework for multiuser VR
applications, such as social VR and remote collaboration. Other
frameworks, like RagRug [6] or MIRIA [3] are targeting co-located
MR collaboration, here specifically for situated analytics. Lastly,
CADET [12] already presents a mixed-presence collaborative sys-
tem for data exploration.

Investigating challenges within the research area of mixed-
presence collaboration can be difficult due to the increasing com-
plexity of setups. Furthermore, a lack of standardized components
also means that researchers often need to re-implement common
features. The aforementioned systems only target a subset of fea-
tures that we believe to be essential for future mixed-presence sys-
tems. We address this by providing a research platform that serves
as an open-source baseline implementation to build upon, unit-
ing multiple core features of previous frameworks. Our research
platform allows for fast prototyping and feature extension to ex-
plore mixed-presence systems through adjustable parameters, such
as types of avatars, audio source placement, or adjustable simulated
network latency. In the following, we describe the platform in de-
tail. To further highlight its applicability, we will then describe a
set of use cases illustrating its different features.
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2 RESEARCH PLATFORM

We designed our platform to support studies on several interesting
aspects of collaboration by providing user-configurable parameters.
These include, among others, simulated network latency, different
avatar representations, and configurable spatial audio for real-time
voice communication. Our software is open source, available on
GitHub!. By making it available to other interested researchers, we
offer our research platform as a foundation for future studies.

In the following, we describe the general architecture of our plat-
form and highlight its main features.

2.1 Platform Architecture

We chose the Unity game engine as the base for our platform due
to its widespread use in HCI research and the excellent support
for different MR headsets. We currently only target Microsoft’s
HoloLens 2 AR glasses using MRTK v2, but our platform can eas-
ily be adapted to support other OpenXR-compatible devices fully.

Given our goal to support multiple users and, in the future, het-
erogeneous device ensembles, we built our platform around the
concept of services, which provide an easy and scalable architec-
ture: On the application level, components provide services that
other components may use if necessary. These services are made
accessible using a service locator pattern. Between devices, net-
work services provide thematic data channels that clients can con-
nect to, e.g., data sources like an audio stream or body tracking
data. Network services announce themselves via broadcasts. Once
a connection has been established, they allow bidirectional commu-
nication between all connected participants.

With this architecture, we also ensure our platform’s extensibil-
ity through the simple addition of new services. Furthermore, all
existing services are based on interfaces, allowing developers to
add support for, e.g., new sensor hardware or a different network
layer.

We encapsulated most of our platform’s features in a set of pre-
fabs that can easily be integrated into existing scenes in Unity. For
easier deployment, an install dialog guides users through selecting
optional features.

2.2 Key Features

Our platform supports mixed-presence sessions of multiple users in
several rooms. Each room typically corresponds to a physical loca-
tion while also grouping users logically. For example, by default,
only audio streams of remote users (i.e., users in different rooms)
are streamed.

Configuration & Logging We provide services for the persis-
tent storage of configuration parameters and text-based logging of,
e.g., study data. Furthermore, we made key parameters config-
urable through a body-attached AR palm interface. Each user can
use this lightweight menu to control their own settings or set op-
tions globally. This currently includes choosing the user represen-
tation, spatial audio configuration, and target latency adjustments,
but it can easily be extended with additional features. By allowing
users to make runtime adjustments to these parameters, we support
testing different options quickly.

User Representation We use the built-in tracking of the
HMDs, capturing the head-pose in 3D space and enabling hand-
and finger-tracking, optionally in combination with full-body track-
ing by Kinect Azure depth sensors. Based on this, we support per-
user choices of different avatar representations. Currently, we in-
clude avatars from the Rocketbox [8] (see Fig. 1F), VALID [4] (see
Fig. 2B), and ReadyPlayerMe?*. Furthermore, we offer a simple
head and hands avatar if no body tracking is available. Finally,
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our platform also streams RGB-D data of tracked users for a point-
cloud-based representation (see Fig. 2A) as used in, e.g., [13].

Spatial Audio Spatial audio is an essential factor in how con-
vincing a mixed-presence collaboration system is. Accordingly,
we support recording and transmitting the users’ audio input and
use Microsoft’s spatializer plugin for Unity to provide real-time 3D
voice chat capabilities in our platform (see Fig. 1E). However, there
are systems (e.g., [10]) in which researchers opted to place a sta-
tionary audio source in the room for a more straightforward setup.
Thus, we allow switching between full 3D spatialization, station-
ary audio source placement, and classic, non-spatial sound during
runtime. With this, we aim to make the impact of audio quality on
presence and collaboration quality easier to study.

Interactive Objects In many use cases, the collaborative ar-
rangement of virtual objects (including visualizations) plays a cen-
tral role. In our research platform, we provide a simple network-
synchronized object manipulation feature. Developers can make
scene objects interactable by adding a single script to them or by
adding them as children of a pre-defined parent object in the scene
graph. During runtime, they can then be moved around freely (see
Fig. 1G and Fig. 2E) and also snap to each other or to one or more
snapping guides (e.g., a ground plane).

Shared Annotations In order to support collaborative sense-
making tasks, we also provide shared annotations. As pictured in
Fig. 1H, users can draw free annotations in 3D space. These anno-
tations are positioned in the joint virtual space and shared among
all local and remote users. In our current implementation, the left
hand is used to activate and deactivate the annotation mode, and the
right hand controls the actual drawing action.

Coordinate Mapping We use QR codes to map coordinates
between users in a room and the rooms to each other. One code
per room defines a common, shared virtual space, and one code per
Kinect defines the respective sensor’s position in that space. Still,
inaccuracies of the devices’ sensors and QR-code tracking, drift,
and the number of necessary coordinate transformations between
multiple users can lead to reduced mapping quality. To counteract
this, we added a manual calibration tool that allows users to cali-
brate their local Kinect to the HoloLens frame of reference at any
time. To this end, the local Kinect’s point cloud is visualized, effec-
tively showing the mapping accuracy between the real and virtual
worlds. A 3D widget (see Fig. 2D) can then be used to precisely
translate and rotate the position of the sensor in the virtual space to
optimize the mapping.

Latency Adjustment Both the literature and our own experi-
ences underline the importance of system latency for the feeling of
presence and the efficacy of communication with remote partici-
pants. The latency of a system is dependent on many factors, e.g.,
the hardware, the distance between remote locations, the network
link quality, and the output latency of displays. To make it easier
to study these effects, we included a (simulated) network latency
parameter in our platform (see Fig. 2C). After setting a target la-
tency, any network message with an estimated latency lower than
the target threshold is delayed accordingly. With this, even large
delays of several hundred milliseconds can be tested without ad-
ditional equipment. Incidentally, this feature can also be used to
synchronize between different network streams, as it allows users
to set a common, lower-bound latency target.

3 ILLUSTRATING STUDY SCENARIOS

To illustrate the capabilities of our platform, we implemented three
simple use-case applications based on it, incorporating the afore-
mentioned key features. In the following sections, we will describe
scenarios of potential mixed-presence user studies based on these
applications using the fictitious personas, Matt, Lucy, and Taylor,
who are researchers in the field of human-computer interaction.
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Figure 2: Different aspects of our mixed-presence research platform. (A+B) Two other types of avatars supported by our system: point cloud
representation and a model from [4]. (C) Altering the target network latency live within the system. (D) A calibration widget allows adjusting the
automatic coordinate mapping. A poorly aligned point cloud can be seen on the right. (E) The park planning scenario.

Communication Behavior in Hybrid Meetings Lucy, Matt,
and Taylor want to study the communication behavior of remote
and co-located users in hybrid meetings. Specifically, they are inter-
ested in the effect of different avatar representations. They hypoth-
esize that more realistic avatars help to include remote participants
in the discussion.

Using our research platform, they implement a small research
prototype in which two participants will be in one of their meet-
ing rooms, and a third one will join the session from a second
room. For their study, they focus on providing multiple virtual rep-
resentations. As a baseline, they choose a simple head-and-hands
avatar that doesn’t need body tracking and would work in non-
instrumented settings, relying only on the tracking of the HMDs.
Lucy also suggests including point cloud avatars, as they are a
more faithful representation of a person and might circumvent the
uncanny valley effect. Finally, Taylor argues for 3D mesh avatar
using a widely used library of avatars spanning diverse genders and
ethnic groups so participants may choose an avatar that represents
them better. For a more realistic auditory experience, they decide
to use 3D spatial audio for the remote participant.

During their within-subject study, they counterbalance the order
of the three avatar types. They run short discussion groups on dif-
ferent social topics, and having extended the logging features of
the platform, they log where users are looking and who is talking.
They also record mixed-reality captures of the study for later video
coding and transcription of the discussion content.

Roles in Collaborative Data Analysis In their next study,
Matt, Lucy, and Taylor are interested in role distributions between
local and remote participants in a collaborative visual analytics task
(see Fig. 1A). They study this using a dataset of interaction patterns
above a tabletop. By integrating a framework for the situated anal-
ysis of user interaction data [3], they extend the research platform
for their specific use case. A 3D visualization of movement tra-
jectories is placed above a table (see Fig. 1D). It can be explored
from all sides, supports dynamic playback of the data over time,
and supports different filters.

The three researchers again decide to utilize spatial audio and
agree on using mesh-based avatars, as they are not interested in the
facial features of the participants but rather the general patterns and
roles shown in the study sessions. During the study, Taylor manu-
ally aligns each Kinect for each session. The local point clouds are
visualized in their respective rooms, showing whether the alignment
is incorrect. Taylor grabs the calibration widget (see Fig. 2D) and
aligns the point cloud to the environment. This way, they ensure
that the avatars’ interaction with the virtual content is as precise as
possible. Immersed in their analytics task, the participants can walk
around the table to gain new perspectives into the data. Observing
the participants carefully, Matt and Lucy sometimes watch someone
step back to gain an overview and give advice to the other partici-
pants, indicating that they assumed a form of coordinator role.

Effect of Latency on Remote Guidance & Instruction In
the literature, Lucy found that the effect of network problems on
mixed-presence tasks is an exciting research topic, having been ex-
amined, e.g., by Ahsen et al. [1]. Therefore, the three researchers
decide to examine the influence of network latency as one specific
aspect of this larger topic.

Using our research platform and building on their prior study
prototypes, they quickly develop an application for a small pre-
study. With it, users can co-design gardens and parks by manip-
ulating 3D models of plants, park furniture, etc. (see Fig. 1B and
Fig. 2E). They plan to have a remote expert guide a local team of
students in designing the layout of a small park under changing la-
tency conditions. They choose 3D mesh avatars over other avatar
types, such as point clouds, because they require precise visualiza-
tions of the participants’ hands for pointing.

During their test, they observe how the invited landscaping ex-
pert inspects the 3D scene and comments on the placement of the
plants: I would put this tree over there,” she says, pointing to the
object and its target location. She then encircles the location with
3D mid-air annotations (see Fig. 1H) that are synced and displayed
in situ for the other participants. The participants can grab objects
and place them onto the park’s model. Matt is excited to turn up
the simulated network latency in the palm menu (see Fig. 2C). He
wonders how communication with the expert will change with just
a few hundred milliseconds delay. . .

4 CONCLUSION

We have presented our toolkit and modular research platform for
mixed-presence collaboration. Our platform unites various key fea-
tures for studying multi-user mixed-reality use cases like collab-
orative Immersive Analytics, such as coordinate frame mapping,
spatial audio transmission, and logging functionality. It further
provides adjustable parameters to preview and study commonly
faced implementation considerations, such as network latency, au-
dio placement, and diverse user representations with varying com-
plexity and realism. With common interaction possibilities already
enabled, e.g., interactive and synchronized objects and shared 3D
annotations, our platform serves as a baseline implementation for
future use case applications within the realm of distributed multi-
user Mixed Reality. In three example use cases, we illustrate the
applicability of our platform to enable fast prototyping and support
decision-making when designing user studies in this context. With
this platform, we support researchers in their future endeavors by
decreasing the technological barriers to entry that precede the real-
ization of mixed-presence user studies.
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